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The Bigger Picture

e 200 Million people have Gl
disease at any point in time

* In a day, they will produce
~60,000,000 litres of diarrhoea

e That is equivalent to all the
water passing over Victoria
Falls in one minute
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Why it matters

2 Billion cases of disease every year
worldwide

e ~5% of all deaths in low and middle income
countries are due to diarrhoeal diseases

* Mostly kills children

* Gl pathogens are just one of many that
collectively pose a serious public health

problem
IS -yers e Working in plapes; where even basic
e @ N S infrastructure isn’t available is a key problem

* Makes it very difficult to move the compute
to where the data is

* Key implication is: if we get it right, we can
save lives
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What is Genomics

* | am a bioinformatician, and |
spend my time working on
genomics data from bacterial
pathogens

* Have heard the phrase a lot here,
but what is Genomics?

* Genomics is a term given to a
group of technologies

* These technologies allow us to
explore the genome sequence of
an organism
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What does that mean

That blueprint defines the features of the
cell in which it is found

DNA encodes the blueprint for virtually
every cell of every organism on the planet
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Genomics enables us to
read this blueprint
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By means of an introduction.....
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96 reads/run
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Nanopore

lllumina: 500,000,000+ reads/rur\ lon Torrent

454: 1,000,000 reads/run I_
Solexa / lllumina

Roche 454

ABI “Sanger” sequencers
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Bottom Line: Sequencing is getting cheaper
and easier
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Global sequencing data is growing fast

Reads growth

23-May-2016
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Challenges of Biological Big Data

There are many biological analysis platforms available now that make
producing large, rich complex datasets relatively cheap and easy

However, the major costs and difficulties do not lie with the generation of
data, they lie with how we share, store and analyse the data we generate

Informatics expertise

Network capacity

User accessibility of software/hardware

-l Appropriate compute capacity
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The scale of the problem

—> Wavel —> Wave 2 — Wave 3
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Possibly HPC

320 samples
Approx 6-700GB
uncompressed data

Sequence mapping
320 jobs
Each job 4GB RAM
1 CPU core
Each job generates
intermediate files of
~3GB
Runtime: 1 hour/job

Phylogenomics
1 job, 1+ cores, up to
128GB RAM
Intermediate file size
~2+GB
Output file ~2GB
Runtime 1-2 days

Bayesian modelling
3 jobs, 1 core+,uptol
GB RAM
CPU intensive
Runtime: 2 days per
job
Output file ~10GB
Can use GPUs
Written in Java

Sequence Assembly
Each job 4-8GB RAM
1 CPU core
Each job generates
intermediate files of
~6GB
Runtime: 1+ hours/job

Virulence and
antimicrobial
resistance screening
320 jobs, single core
100MB ram
Runtime: 5 mins/job
Generates 10-20 small
files per job

Larger RAM HTC

HTC
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At the other end of the scale

top - 06:55:06 up 1 day, 20:57, 1 user, 1load average: 80.85, 81.31, 81.46
Tasks: 916 total, 82 running, 834 sleeping, @ stopped, @ zombie

%Cpu(s): 42.3 us, 42.0 sy, 0.0 ni, 15.6 id, 0.0 wa, 0.1 hi, 0.0 si, 0.0 st
KiB Mem: 29230940+total, 18189089%+used, 11041852+free, 102388 buffers

KiB Swap: 0 total, @ used, @ free. 92621299+cached Mem
PID USER PR NI VIRT RES SHR S %CPU %MEM TIME+ COMMAND
13447 ubuntu 20 0@ 0.637t 0.597t 1020 R 99.6 21.9 10282:37 velvetg
25158 ubuntu 20 @ 3127832 2.748g 11372 99. .1 540:02.18 Ray
25142 ubuntu 20 @ 3127749 2.748g 11356 99. 539:55.40 Ray
25144 ubuntu 20 @ 3127776 2.743g 11372 99. 540:03.22 Ray
25145 ubuntu 20 0@ 3127684 2.741g 11364 99. 549:15.43 Ray
25146 ubuntu 20 @ 3127844 2.745g 11376 99. 549:01.13 Ray
25149 ubuntu 20 0 3127676 2.751g 11384 99. 539:59.63 Ray
25150 ubuntu 20 @ 3128148 2.753g 11360 99. 539:59.58 Ray
25152 ubuntu 20 @ 3124052 2.740g 11364 99. 539:49.83 Ray
25154 ubuntu 20 @ 3127800 2.745g 11360 99. 540:06.91 Ray
25155 ubuntu 20 @ 3127976 2.742g 11380 99. 540:08.55 Ray
25156 ubuntu 20 @ 3127740 2.741g 11372 99. 540:01.02 Ray
25159 ubuntu 20 @ 3124120 2.740g 11380 99. 540:02.65 Ray
25162 ubuntu 20 @ 3127824 2.751g 11380 99. 539:54.52 Ray
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25163 ubuntu 20 3127672 2.754g 11364 R 99. 539:58.78 Ray

25164 ubuntu 20 3127684 2.751g 11392 R 99. 540:19.34 Ray

25166 ubuntu 20 @ 3127708 2.744g 11388 R 99. 539:57.87 Ray

25167 ubuntu 20 @ 3127996 2.747g 11372 R 99. 540:05.34 Ray

25168 ubuntu 20 @ 3127704 2.746g 11396 R 99. 540:07.64 Ray

25169 ubuntu 20 @ 3127824 2.750g 11364 R 99. 540:01.92 Ray

25170 ubuntu 20 @ 3127984 2.757g 11384 R 99. 540:08.20 Ray

25171 ubuntu 20 @ 3127996 2.742g 11380 R 99. 540:06.75 Ray

25172 ubuntu 20 @ 3124056 2.742g 11372 R 99. 540:01.96 Ray CARDIFF

25173 ubuntu 20 @ 3127692 2.748g 11376 R 99. 540:02.28 Ray Cloud Infrastructure
25175 ubuntu 20 @ 3127996 2.740g 11388 R 99. 540:11.21 Ray MRC forMicrouial
25178 ubuntu 20 @ 3127676 2.741g 11372 R 99. 539:55.19 Ray CARDY® Biolnformiatics




This beginning to matter in a lot of new places

Shavuot holiday
15 l Start of investigation

- l School
E holidays
==} begin
Target : " =
a rg e g [l Confirmed case
= (Reference laboratory confirmed and typed)
Identification E A Confirmed case
g (Hospital laboratory confirmed only)
z 5
- — i 3 = - [ Probable case
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Data, Network, Compute

* “Genomics” is more than a single workload

* Most of genomics workloads may not be
traditional HPC

* Flexibility is critical
 Likelihood is that along a single pipeline different
elements will have different bottlenecks

* The one missing part in biology is that we must
also be very user-centric

* In an ideal world, the infrastructure is
transparent; it just works, and the users don’t
even know what it is that they are using

* If HPC is complex, or too hard to use, no matter

how perfect, Pls will grow their own CARDIFF Coud st
MRC Boi:)im:or(r)natics




These Challenges are not only found inside the
datacentre

Data generation
Multiple TB, every

Processing, analysis

few days Transport of data storage and sharing
from lab of data
Size of data generated; Storage Volume of data generated; Data complexity;

and transfer limitations network speed processing power



The implications

* HPC systems can’t be islands

* Need to be part of an integrated
infrastructure

* Need to think about ways to more
intelligently deliver services

* Move beyond the datacentre to look at
solutions that can he(IJo with our
prr]ol_olems across the data generation
chain

* Clearly data and networks are the
limiting factor outside the datacentre

* BUT: cleverer compute solutions can
alleviate these difficulties
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Use converged
architectures to process
data close to the
seguencing instruments
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Looking forwards

Look for new ways to
use new tools as they
arise

Move away from
dedicated HPC towards a
more flexible software
defined system

openstack

CLOUD SO0FTWARE
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C' | | climbgvl.bios.cf.ac.uk/launch

Cland 1 annech

cloua Launcn

Congratulations, your scalable analys§

(& 131.251.130.120/galaxy
= Galaxy / mGVL 0.10-2

Analyze Data

C' | 131.251.130.120

= "g GVL Dashboard  Home

GVL 4.00

Welcome to the GVL Dashboard! The GVL Dashboard is a portal through which you can access all services on your GVL instance.

Admin About

Instance Services

for testcluster

E & o

Jupyter
o

o @

Service
Name

Galaxy

Cloudman

Lubuntu
Desktop

SSH

JupyterHub

RStudio

Public
HTML

Description

Galaxy is an open, web-based platform for accessible, reproducible, and
transparent computational biomedical research.

CloudMan is a cloud manager that orchestrates the steps required to provision and
manage compute clusters on cloud infrastructure. Use Cloudman to start and
manage your Galaxy service and to add additional nodes to your compute cluster.

Lubuntu is a lightweight desktop environment through which you can run desktop
applications on your virtual machine. You can also access the GVL commandline
utilities through the desktop.

(<]

You can login to your virtual machine remotely through an SSH client.

JupyterHub can be used to access your personal IPython Notebook. IPython
Notebook is a web-based interactive computational environment where you can
combine code execution, text, mathematics, plots and rich media into a single
document.

<]

RStudio IDE is a powerful and productive user interface for R.

This is a shared web-accessible folder. Any files you place in this directory will be
publicly accessible.

(<]

Status Access Link

http://131.251.130.120/galaxy
Username: manual sign up
Password: <custom password>

http://131.251.130.120/cloud
Username: ubuntu
Password: <cluster password>

http://131.251.130.120/vnc
Username: ubuntu
Password: <cluster password>

ssh ubuntu@131.251.130.120

Username: ubuntu
Password: <cluster password>

http://131.251.130.120/jupyter
Username: researcher
Password: <cluster password>

http://131.251.130.120/rstudio
Username: researcher
Password: <cluster password>

http://131.251.130.120/public/researcher/

Username:
Password:

Qw83 9

8 File Edit Code View Plots Session Build Debug Tools Help
Q- g~

Console

R version 3.2.2 (2015-88-14) -- "Fire Safety"
Copyright (C) 2015 The R Foundation for Statistical Computing
Platform: x86_64-pc-linux-gnu (64-bit)

R is free software and comes with ABSOLUTELY NO WARRANTY.
You are welcome to redistribute it under certain conditions.
Type 'license()" or 'licence()' for distribution details.

Natural language support but running in an English locale

R is a collaborative project with many contributors.
Type 'contributors()' for more information and

u 'citation()' on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help()' for on-line help, or

'help.start()' for an HTML browser interface to help.
Type 'q()' to quit R.

WARNING: Your CRAN mirror is set to "http://cran.r-project.org” which has an insecure (non-HTTPS)

URL. The repository was likely specified in .Rprofile or Rprofile.site so if you wish to change it

you may need to edit one of those files. You should either switch to a repository that supports HT
TPS or change your RStudio options to not require HTTPS downloads.

) ©
Welcome to Galaxy on the Qoud Unnarmed istry
Get Data Anaged oy Cloudha 0 bytes ™~
Lift-Over © This history is empty. You can
T e e
i e e
Convert Formats
Operate on Genomic Intervals
fech Algrmes Microbial Genomics Virtual
Graph/Disalay Data Lab Galaxy
| NGS COMMON TOOLSETS
B e o i i .
ore information.
C' | [ 131.251.130.120/jupyter/user/ubuntu/notebooks/Untitled.ipynb?kernel_name=python2
1 : J U pyte r Untitled Last Checkpoint: a few seconds ago (unsaved changes)
File Edit View Insert Cell Kernel Help
i + < @A B 4+ ¥ M EH C Code 3+ @ | CellToolbar
ki
1
P | In[ ]:
131 2C1 120 120 .
&= (& | 131.251.130.120/rstudio/

Environment History

-

=l #Import Dataset* ¥
) Global Environment =

Files Plots Packages Help V

@ New Folder & Upload @ Dele
/> Home
« Name
(] galaxy_genomes

() public_html



Biological reality

We don’t need an LHC to generate TB’s of
data a week

We do this routinely in a (my) lab

Poses serious (local) computational
challenges

Forces us to consider better how we design
our (global) infrastructure

Users need different things }both in terms
of Ul, and compute/storage/etc)

Users also don’t want to have to care
about what the hardware is underneath

Typically the user issues are likely to be the
main limitation

The technical stuff is easy; the human
interaction stuff is hard Clou et
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Conclusions

e Data, compute and storage are all critical
* Need to think beyond the datacentre

e Software is key
* Need to consider the users in everything ; different users need different things
» Software makes commodity hardware flexible
* Flexibility is easier with software

Bottom line: We need to consider how HPC is presented to biologists
and what we mean by HPC because if we get it right, we save lives
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Data

Users

Compute <*—> Network

A customers view
Dr Thomas R Connor
School of Biosciences, Cardiff University
connortr@cardiff.ac.uk ; @tomrconnor
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Transport

* For many universities and hospitals, the
local network will be slow (100Mbit)

* To transfer one run from a high end
sequencing instrument could take 4-5
days over this network

b ISl » A sequencing run takes ~3 days

 Even 1Gbit would take 10+ hours at line
speed

* Replacing this infrastructure is difficult

p oo g

* Also problematic as issues can occur
during transit
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Processing, storage and sharing

top - ©6:55:06 up 1 day, 20:57, 1 user, load average: 8@.85, 81.31, 81.46
Tasks: 916 total, 82 running, 834 sleeping, @ stopped, @ zombie
%Cpu(s): 42.3 us, 42.0 sy, 0.0 ni, 15.6 id, 0.0 wa, 0.1 hi, 0.0 si, 0.0 st

H H KiB Mem: 29230940+total, 18189089+used, 11041852+free 102388 buffers
WO rkloads a re hlgh |y Va rled KiB Swap: ] total: ] used: (5 fr'eej 92621299+cached Mem
PID USER PR NI VIRT RES SHR S %CPU ¥MEM )
HTC d nd H PC 13447 ubuntu 20 © ©.637t 0.597t 1020 R 99.6 21.9 10282:37 velvetg
25158 ubuntu 20 @ 3127832 2.748g 11372 R 99.6 @.1 540:02.18 Ray
25142 ubuntu 20 @ 3127740 2.748g 11356 R 99.3 @.1 539:55.40 Ray
Ra nge Of memory needs 25144 ubuntu 20 @ 3127776 2.743g 11372 R 99.3 0.1 540:03.22 Ray
25145 ubuntu 20 @ 3127684 2.741g 11364 R 99.3 @.1 540:15.43 Ray
: : 25146 ubuntu 20 @ 3127844 2.745g 11376 R 99.3 0.1 540:01.13 Ray
PrOduce |OtS Of |ntermed|ate 25149 ubuntu 20 @ 3127676 2.751g 11384 R 99.3 @.1 539:59.63 Ray
. 25150 ubuntu 20 @ 3128148 2.753g 11360 R 99.3 @.1 539:59.58 Ray
(and Often Sma” f||e5) 25152 ubuntu 20 @ 3124052 2.740g 11364 R 99.3 @.1 539:49.83 Ray
25154 ubuntu 20 @ 3127800 2.745g 11360 R 99.3 @.1 540:06.91 Ray
. . . . 25155 ubuntu 20 @ 3127976 2.742g 11380 R 99.3 @.1 540:08.55 Ray
Outside of a focused institute is 9136 ubwntu 70 © 3177740 2,741 11372 R 99.3 0.1 340:01.02 Ray
. . . 25159 ubuntu 20 @ 3124120 2.740g 11380 R 99.3 0.1 540:02.65 Ray
d n|ghtmare to de5|gn d Slngle 25162 ubuntu 20 @ 3127824 2.751g 11380 R 99.3 ©.1 539:54.52 Ray
. 25163 ubuntu 20 @ 3127672 2.754g 11364 R 99.3 @.1 539:58.78 Ray
SyStem to Suppo rt th|S 25164 ubuntu 20 @ 3127684 2.751g 11392 R 99.3 0.1 540:19.34 Ray
25166 ubuntu 20 @ 3127708 2.744g 11388 R 99.3 @.1 539:57.87 Ray
. . . 25167 ubuntu 20 @ 3127996 2.747g 11372 R 99.3 0.1 540:05.34 Ray
OUtSlde Of a focused Institute 25168 ubuntu 20 @ 3127704 2.746g 11396 R 99.3 0.1 540:07.64 Ray
. . . . 25169 ubuntu 20 @ 3127824 2.750g 11364 R 99.3 @.1 540:01.92 Ray
W|th d ded|cated |nf0rmat|cs 2517@ ubuntu 20 @ 3127984 2.757g 11384 R 99.3 0.1 540:08.20 Ray
. - 25171 ubuntu 20 @ 3127996 2.742g 11380 R 99.3 @.1 540:06.75 Ray
h f 25172 ubuntu 20 @ 3124056 2.742g 11372 R 99.3 @.1 540:01.96 Ray
team' IS. d nlg tmare or 25173 ubuntu 20 @ 3127692 2.748g 11376 R 99.3 @.1 540:02.28 Ray
25175 ubuntu 20 @ 3127996 2.740g 11388 R 99.3 @.1 540:11.21 Ray
Sysadmlns tO Support 25178 ubuntu 20 @ 3127676 2.741g 11372 R 99.3 @.1 539:55.19 Ray



