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and speed up information delivery
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Session objectives

v'Challenges DCIM addresses

v'How DCIM actually does this (real
examples)

v Why it’s important



Key Take Away

Do You Have The
Right Tools?




Overview Of DCIM

Business Applications

IT Infrastructure

Servers | Storage | Networking

Data Center / Facilities Infrastructure
Power | Cooling | Racks | Security | Environment




DCIM data addresses key facility challenges...

Maintain

Availability Reduce

CAPEX/OPEX

Respond Faster to

Business DC Consolidation

Data

Capacity Planning Chargeback’s

Risk Management / Asset Management
—

Build or Outsource Efficiency

Need to dramatically simplify planning, designing,

deploying & operating data centers



Symptoms of Poor Data Center Operations

It’s like the wild west! | flew to London to put a
Post-It note on a rack!

| found some servers and | didn’t
know where they came from or | use Excel (Access) to
who installed them track what’s there

My CIO said “There’s some white When | come in every

space — put the servers there!” morning, | can HEAR if
everything is okay

My hand at the back of the rack —
THAT’s how | find hot spots

| could fix this if we had a
fire —a BAD fire!
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Common Planning Questions Answered
By DCIM Tools

How will a new server impact the
Where do | place my next server? existing branch circuit?

e »
\ AN /oS

= -
b [

Do | need to spread out my blade
servers to get reliable operations?

How does my trending look for
server CPU utilization across the
entire data center?

IT Manager

Does the existing power and cooling
equipment have the capacity to
accommodate new server technologies?

Do | have underutilized servers that
could be consolidated ?




Provisioning New Systems

Eile

Mavigation

Edit Tools Import Window Help
= Planning

Operations
& Data Center

Data Center
Capacity Groups | Catalog &3

Search:

New Equipment Info

Equiprent: PowerEdge 2650
Load: 409 Inlets: 2

oo
{=[=]
ll

= Power Distribution

= Server

= Dell
[£] PowerEdge 2650

[£] PowerEdge 2970
21 PruwerFdne 7250

U Height: 2

Status for: PowerEdge 2650 in rack: Rack 2/0/Berlin DC/Emea/

O Rack airflow supports equipment

Devices | Virtual Machine Hosts | Rack-Mount Equipment Pla... &%

MNew Equipment Info
Equipment: PowerEdge 2) ke - | _
Load: 409 Inl R R I R R =
UHeight: 2 ck] ent 1
; iy alld
» Assign tags (0)
. 44 50
Tt ck] D |:| Ui 300;0 6%
ck ne 658, Thg/ m2
Redundancy: . 150 1500kg/ m?
Required network ports 5 09 m c A B e CFM jl KW
= d il an
Copper: 2 |5 o
Fber 0 |2 quipment TS INTo rac | '

MNetwork Management | Power Dependency | Equipment Browser

Status for: PowerEdge 2650 in rack: Rack 3/D/Berlin DC/Emea/

Q Floor supports weight of equipment
Q Capacity group redundancy support

Reco

eéRack airflow supports equipment!

QRack supports equipment's load

QCapacit}r group supports equipment's redundancy
QRack supperts equipment's Watts per U-height
QRacktags support equipment tags

QPDU supports rack PDUs voltage

QRack supports weight of equipment

QRack PDU supports equipment’s load

QRack PDU supports equipment's voltage
QA\raiIable copper-based network ports
QEquipmentfits into rack

QFIoor supperts weight of equipment
QCapacity group redundancy support

»

Add: 1

'] ’ .I‘!'l-dd ] cted equipment in the rack.

To: ’Best Rack

ntto the selected rack since all or nearly all ofthe rack’s exhaust

m

Show location

ntto the selected rack but not all of the rack’s exhaust aiflow will be

captured.

9 There is insufficient cooling available to support adding the selected equipment to the selected rack since too little of the rack’s exhaust aiflow
will be captured.

Parent topic: Placement Status o=

(D No Alarms User: apc | Server: localhost




CPU Utilization — Individual Servers

@8 StruxureWare for Data Centers: Operations Suite

(= [ )
Color-coded bars show
the avg. CPU utilization.

File Edit Tools Systern Setup Window Help

= -l

Overlay server level CPU
utilization data on the rack layout.

Planning
Data Center

Hwe|m @A

lin DC i3 l 55 San Diego Data Center|

[ Operations

Analytics
Data Center N

Reports

m

EI Eerlin UPS Room

[ Kolding
=] D<ol

EI Demo Cube

s | Demo Rack

s | Old Demo Room
Supporting InfraStructure to Energy Effciency
= Mam
EI 5an Diego Data Center
s | 5an Diego Storage
San Diego Supporting Infrastructure
EI San Diego UPS Room

PowerEdge 7250

General
External Systems 2 ] Rack-Mount Equipment Placement| =8 [Hodoi: RowerEdoer/Z250
Manufacturer: Dell
Search: Clear E - Type: 1T Equipment
Location: U-7/Rack 4/F /Berlin DC/Emeg
i Monitoring Barcode:
swisxc001
By P Power G ion
ourer Estimated Load: 1500
= Row A Redundancy: — 2N+1
Row B
= Row C Power Connection:
2 " Connected to: Rack PDU, Metered, Zera 1 .
[E= Solution Center Connected to: Rack PDU, Metered, Zera U, 22kW, 400V, (6) C19 - Phase: L3
ﬁﬂ_‘ﬁj Unassigned
Custom Properties
S &].Val.hal_DGA Contact: Henrik Daring 5
13| Virtualization 7| | m | os: Windows 2003 Server F

Equipment Placement Advisor | Equipment loading | Physifl Server CPU %

Metwork Managementl Recommendation | Placement Status | Power Dependency | Equipment Browser £3 l

Server tooltips include

Search in:[AII columns "]
Model Name Location Manufacturer's Mameplate (W) d = I d 5 I o d
PowerEdge M710 6/PowerEdge M1000E/U-11/Ra... 2360 et al e u t I I Z at 0 n at a "
InRow RC Chilled Water, 230V E/Berlin DC/Emea/ 1380
HP Integrity BL860 ¢ Server series 7000 12/HP BladeSystern <7000 Encl... 0
MetShelter SX 42U 600mm Wide x 1070mm ...  D/Berlin DC/Emeal
Rack PDU, Metered, Zero U, 22kW, 400V, (6) ... Left-rear/Rack 5/E/Berlin DC/E...
PowerEdge ME05 7/PowerEdge M1000E/U-11/Ra... 0
PowerEdge MB05 3/PowerEdge M1000E/U-11/Ra... 0
Downflow CRAC Berlin DC/Emea/ a
Rack PDIU, Metered, Zero U, 11kW, 230V, (36)... Left-rear/Rack 1/4/Berlin DC/E... i
@8 4,1 Usenapc|Server 10.216.73.20




CPU Utilization — Trending for Entire DC
Schneider

Report date:

17082011

Server CPU Utilization

dPElectric
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Operations
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Common Operational Questions Answered
by DCIM Tools

What projects are due tomorrow I lost a fan on my CRAC
& their current status? — what do | do now?

- :
How can | address hotspots in my

data center? ‘ I |

= - ¥ 4 sn!?”' = LN S

LLET
have in my data center?
’ . | 0

What'’s the overall health of my data

nter? ili
cente IT & Facility One of my racks has an exceeded
Managers power capacity - what can | do?

|




Auto Discover IT Assets

& perform Autodiscovery ERIE) ===

Autodiscover Data Center Assets \

Select type of equipment to discover
li ilter ]

4 [ NCPI (UPS, PDU, rmPDU, CRAC, etc.)
> SNMP
> NetBotz
> Modius

4 (5 IT Assets Automatically discover
> Cisco UCS

> Virtual Machines (VMware, MS VMM) networ k en a.b | ed d ata

> Viridity Energy Center
> SNMP center assets.




Provision Discovered Assets

File Tools Demo Tools Window Help

P = - (@ A o] e

Data Center = IT Change Reports

Mavigation 53] Capacity Group5| = ﬁ| Il Cisco Live! 3@]

Search: Clear |

Discovered assets can be
placed directly into the data
center model.

1 [ 1 e e [ |2

Devices | Management Systems &2 = B8 =4
Search: Clear | [§ ~ 5
20

- | scom.demo.apcc.co

fa | 5] UCS Manager
a || Chassis1
» E Fan Maodules
- Ty 10 Modules

. [ PSUs

> agge DEMVEr
» |3 Chassis 2
N vCenter.demo.apcc, « [

Alarms | Equipment loading | Physical | Power Detail5|

Metwork Management | Power Dependency E@l Equiprment Browser| Alarm5|

— - Location Phase The model is populated based on
e et the data retrieved during discovery.

5 Cisoo LMCS 5100 5.,

1

4 1 | F

(1) Mo Alarms User: apc | Server: localhost




Capacity & Alarms in One View

W StruxureWare for Data Centers: Operations Suite

File Edit Tools Demo Tools System Setup Window Help

( Operations | |- Planning | Analytics ‘ » ;
“‘ Data Center ‘ ‘ & Data Center L Reports - Al & @ B
Mavigation &2 | Capacity Groups Cataiog\ =) {@i X \ 87 Manhattan Park Ave. DC%
Search:l \ o | fad
=Y Al
2 & Kolding I Kolding )
E Acquired Company Capacity
Kolding Demo.Centar & o°o
i E Silcon Allé UPS Room ' 4;?9
=25 New York
= [E] Manhattan Park Ave. DC Fi r
=Rl Rt o
U] A-feed UPSRY ; ¥
New York A Datia A
[P a-feed PDURI p— . 4 &
=] IE RackR1.1 apnc:ty 5 Capacity o ‘xé@
- [1] Front Mounted & %, & Q’o S
] E Left Rear Mounted $ % Q° /’?9 Alarms: 12
@ E Right Rear Mounted @ &2 @0
CracR1.1 o
External Systems 22 | Rack-Mount Equipment Placement 4 &
| el P 1 g, ‘5‘0 4 s ‘6\0(*‘
Gy 9 & 0.
Search: ’ & Clear I ) - Y% &
2 gDa_! mtonng Alarms: 0 Alarms: 0
= ) swisxc001 ®0 i\
&Ho @0 \
=5 Power @0 &H0 @0
© pdu-d-1(192.168.1.113) (192.168.1.113)
@ ups-d-1{192.168.1.112) (192.168.1.112) |
F5 Row &
[# [ Row B Ld
= Row C
h Solution Center i
Fogs p M| s L]
i ‘ i [ = ¥, = 0
Network Management = Power Dependency | Equipment Browser &3 | Recommendation [ Placement Status | L) @ &
Search:l HAII columns W | & Clear ch 1075 of 1264 items shown
Model Name Barcode Location Manufacturer Room Row Rack U-Position U-Height Name o
MuPa 2 U-41/Rack R3.4/R3{Manhattan Park Ave, DC{New Yorkf Mustex Manhattan Park Ave, DC R3 RackR3.4 41 1 Mustex Patch Panel
Dell PowerEdge Server U-25/Rack R3.4/R3{Manhattan Park Ave. DCfNew York/ Dell Manhattan Park Ave, DC  R3 RackR3.4 25 1 Server 70
Dell PowerEdge Server U-24/Rack R3.4/R3{Manhattan Park Ave. DCfNew Yorkf Dell Manhattan Park Ave, DC R3 RackR3.4 24 1 Server 69
Dell PowerEdge Server U-23{Rack R3.4/R3{Manhattan Park Ave, DCfNew Yorkf Dell Manhattan Park Ave, DC  R3 RackR3.4 23 1 Server 68
Dell PowerEdge Server U-22{Rack R3.4/R3{Manhattan Park Ave, DC{New Yorkf Dell Manhattan Park Ave, DC R3 RackR3.4 22 1 Server 67 —
Dell PowerEdge Server U-21/Rack R3.4/R3{Manhattan Park Ave. DC/New York/ Dell Manhattan Park Ave, DC R3 RackR3.4 21 1 Server 66 |
< | >

@ 10 A2 User apc| Server: isxc-20




Alarm View

e Highlighting entire rack where alarm is present

File Tools Window Help

1 Dberatiuns Planning
Data Center | Data Center

Mavigation 22 | Capacity Groups

Search: | e et

1-[U] a-feed UPS R2
[P] A-feed POU RZ
0 [R] RackR2.1 (192
€] cracrz.1
[®] RackRr2.2
® 192.168.1.3
(2] E Front Mounted
- [] Left Rear Mounted
2] E Right Rear Mounted
[R] RackR2.3 (192, 166112
[R| RackR2.4
[R] RackR2.5
c| cracr2.5
[R] RackR2.6
o [R] RackR2.7
[R] RackR2.8
[R] RackR2.9
c| cracrz.9
[R] RackR2.10
[R] RackR2.11
[R] RackR2.12
'p| B-feed PDURZ

w68

BE88

#

®

o Analytics |
Reports =
O || 88 gerinpC 5 | [B@]m = = O|(aleetinoc 3
‘ ~
| > ‘
A
U P R R R C R R R (o} R R P U
r 1
B 1
v 1
U P R |C] R R R R R R |C] R R P U —
&
1
r 1

| Search: ’\

=2 &; All Devices

=2 &; Unassigned
© 123456789012345678901234567590123456.
®© 192.168.1.11 (Unknown, S 3
®© 192.168.1.13 (Unkn
® 192.168.1.14 (Unknown,
®© 192.168.1.15 {Unknown,
® 192.168.1.18 {Unknown,
® 192.168.1.20 {Lnknown,
® 192.168.1.22 (Unknos
® 192.168.1.23 (Unkno
® 192.168.1.28 (Unknoy
® 192.168.1.29 (Lnknov
® 192.168.1.3 (Unknown,
® 192.168.1.4 (Unknown, SNM

1 ] 3

||

Sch

Alarms 52 | Network Management | Power Dependency = Equipment Browser

Alarms Eapa;it; é;nup ‘Eonling Floor I::a&ng “Measurer} Loadiphysicélwﬁéwer éépa:i}y ;anwer Path | Rack U épace |

Qo

i

i€

v

< >
AI;(m; Equipment loading Physical | Power Details |

Description
@ Communication with '192.168.1.14" has been lost.
6 Communication with '192.168.1.22" has been lost.
e Communication with '192.168.1.3" has been lost.

\ & low load threshold violation exists at Phase 3

, A near overload threshold violation exists at Phase 2

/1, Alow load threshold violation exists at Phase 1

Severity
Failure
Failure
Failure
Warning
Warning
Warning

Device Type
SMMP Device
SMMP Device
SMMP Device
Rack PDU
Rack PDU
Rack PDU

Location
Crac R2.1/A[Berlin DC/EMEA}
Crac R1.5/B/Berlin DC/EMEA[
Rack R2.2}a[Berlin DCJEMEA]
Rack R1.3/B/Berlin DC/EMEA]
Rack R1.3/B/Berlin DC/EMEA]
Rack R1.3/B{Berlin DC/EMEA]

Time Occurred
23-07-10 08:56:56
22-07-10 17:00:52
21-07-10 14:49:30

21-07-10 15:50:29
21-07-10 15:50:29

Device Hostname
192.168.1.14
192.168.1.22
192.168.1.3
192.168.1.252
192.168.1.252
192.168.1.252

Alarm Details
Description
/4, A low load threshold violation exists at Phase 3

Recommended Action
Recommended Action: Make sure the load equipment is operational and plugged in securely. If the problem
persists, contact APC Support (http:/fwww.apc.comjgojdirectfindex.cfm?tag=support).

3 User: Server Administrator | Server: isxc-10



Measure Real-Time Power

e Real-time Power Consumption > Power Details Overlay
Real-time power consumption displayed as an overlay on floor and rack layout

oo
—n Analytics
. Reports
e =" “ 1| Il san Diego Data Center 53
L
- 5‘; 7 A Capacity Surnrmary: Capacity Surnrmary:
ac Sroup's Planned Sovrerage: 6,92 Sroup's Planned Sorerage: E,32
— General Sroup's Planned Peak: 1,41 Group's Planned Peak: 14,41
| Type: Rack Reraining Power: 4,22 Reraining Power: 4,232
Poweer Buffer: 11,82 Power Buffer: 11,82
Row: B (Pos. 3) Estirnated Load: 2,59 Estirnated Load: 2,59
“ rm Barcode: - Fedundancy: H+1 Fedundancy: H+1
— Measured Average!: £,00 Measured Average!: E.a7
[ — Measured Measured Peak: 7.6 Meazured Peal: i
L
Srzww A-Feed
Average: 2,99 kw
Peak:3,28 ki
T B-Feed
Average:0,00 ki
R E Peak:0,00 kw
a0t Loading | Measu
£ Tags |
IT 3
talyst 4510 R-E ... lyst 4510 R-E ...

<

Alarms | Equipment loading | Phwsical | Power Details




Lower Safety Margins Saves Money

Power & Power & Power & Power &
Cooling Cooling Cooling Cooling
IT Facilities IT Facilities
Demand Supply Demand Supply



Air Temperature & Velocit

=T
File Tools Demo Tools SystemSetup Window Help
"\ Operations Planning | Analytics
# Data Center IT Change W Reports
Navigation | Capacity Groups | = 8| &) Globl | San Diego Data Center | 1 Berlin DC | New YorkDC & Bn=[F=a
Search: lea T » 3D navigation
& FIObaI v Display above equipment
3 Emea
&= Nam Nothing
(= New York ) Airflow (CFM)
) E Nt.zw York DC 0 Max inlet/return temperature
(= San Diego 3
Avg inlet/return temperature
Load (kW)
v Display cooling plane
Nothing
o) Temperature plane
Velocity plane
x-axis  y-axis  z-axis
Ocm 289cm
; = Plane position: 167 cm
External Systems &3 | o
Search: gir v Calculate cooling plane
24 Monitoring - Cancel
4| Virtualization -
Alarmsl Network M: Power Dependency &3 | Equip Browser Y =8
Item Location Phase UPS used capa... UPSreserved c.. Distribution re...  Distribution re...  Distribution es... Distribution un... Rack remainin...  Rack maximu... &
[] A-feed UPS R R1/New York DC/New York/Nam/ 36.238 kW 38428 kW
[4] A-feed UPS R10 R10/New York DC/New York/Nam/ 36936 kW 38428 kW
[u] A-feed UPSRIL R11/New York DC/New York/Nam/ 36,514 kW 38.428 kW
A-feed UPS R12 R12/New York DC/New York/Nam/ 36.948 kW 38428 kW
|u| A-feed UPSRI3 R13/New York DC/New York/Nam/ 36.03 kW 38428 kW
[] A-feed UPS R4 R14/New York DC/New York/Nam/ 36.578 kW 38428 kW ¥

(@) No Alarms

User: apc | Server: 192.168.11.200

BB




Communication Between Virtual & Physical Worlds

Why move a VM? Reasons on both sides...
Not enough COMPUTE resources... There is physical infrastructure DANGER ...

OR

The virtual machine manager
watches this side

DCIM
watches this side

W 85

Power Cooling

% VMware vSphere™
Micmsm‘rkk . | o 3 ‘
éystem Center

irtual Machine Manager

e Not enough PROCESSOR e Power outage — on battery, low battery

® Cooling trouble — failure of a cooling device

e Not enough MEMORY
® Loss of redundancy in power or cooling

A g5 R

Cooling

e Not enough STORAGE




Analytics
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Common Analytical Questions Answered
By DCIM Tools

~ |When will I need to build another
| data center?

[< 1P

What's the cost of running my
~__—data center?

Jg - TRRKENT ) e = w0 TIRERE
= = (1= ||| D0l T
il =

- |How can | reduce my operational
- |expenses?

o= el "_"_"r"

- |How do | know if our energy
efficiency initiative succeeded?

Have we met our regulatory requirements? ]

When will my data center run out of
power and cooling capacity?




Capacity Dashboard

Overview ﬁ Power

Remaining
Capacity

Used

U-Space

Remaining
Capacity

Used

Remaining Capacity

3 Month(s)

3 Year(s)

80 kW

81.3%

1 Year(s)

1000 U-pos

S0%:

-
" %
L33

Cooling

Remaining

Capacity

Used

Metwork

Remaining

Capacity

Used

2 Year(s)

200 kW

88.5%

3 Month(s)

140 Ports

97. 1%




Control Energy Usage in Your Data Center

“Energy use is a substantial cost of IT operations, in some cases exceeding the
cost of the IT hardware itself!” Quote US Department of Energy, May 2007

/~ InfraStruxure Energy Efficiency Dashboard - Microsoft Internet Explorer

G@v [_g_‘_“m-ls__, jaemid kmiocade—en-u w4 X £ T e dk) Gocoh [2]=1.

File Edk View Favorkes Tools  Help x & -
'~‘;Fms .

| @ infrastruxure Energy Efficency Dashboard ] - IR | Y mm v Page~ Safetyv Took - g~
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69%

of 565 kW

Your Current Capacity Your Current PUE Your Current Losses by Subsystem
Utilization This dial displays the infrastructure efficiency expressed as This pie chart gisplays the energy consumption by the
The IT load Is expressed as a Power Usage Effectiveness (PUE). PUE is a measure which is Infrastructure subsystems

percentage of the full expressed as the relationship between the total data center input

theoretical capacity rating of power and te IT lcad @ Power system 30.8%

the physical infrastructure @ Cooling system 51.7%

@ Auxiliary System 15.4%
Lighting 21%



Why It’s Important?

Financial Benefits
> Improve OpEx and CapEx
> Reduce costs by 10-30% annually
> 3 -18 month ROl is typical

Automate Manual Processes
> Reporting, inventory, moves/adds/changes, capacity planning, outage

impact analysis, energy measurements
> Respond faster to business initiatives by as much as 50%

> Dramatically improve productivity

» Improve Operational Intelligence

o <
P '\ ) > Measure Data Center performance (Energy Efficiency, Resource Utilization,

(bw Process Efficiency)
- > Link KPI's to strategies & actions that drive improvement

> Holistic view of Data Center for all roles

Overall, DCIM helps you gain control of your

infrastructure so that it doesn’t control your business




Key Take Away

Do You Have The
Right Tools?




