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Deepfield:

Real-time, Big Data 
Network Analytics
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Nokia Internal Use

5 year old startup with 20 
years technology leadership

• Big data and Internet 
pioneers

• Top DDoS prevention 
specialists in industry 
(founded Arbor 
Networks)  

Deepfield Joins Nokia  (February 1, 2017)

Unique offering in industry 

• Big data IP network 
analytics, petabyte scale  

• Global cloud awareness

• Multi-dimensional

• Leverage existing
hardware 

Cutting edge technology

• 90% of cable (USA)

• Largest EU CSP

• Top global video, 
content, CDN and 
hosting providers

Rapid growth

Deepfield provides the IP network intelligence our customers need to drive 
greater network efficiency, quality and security - in real time 
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Company

Nokia Deepfield architecture: the evolution of IP network analytics

Global cloud/network awareness

Rich, expandable 
telemetry sources

Petabyte scale 
big data engine

Multi-dimensional, 
real-time analytics

Deepfield Core Platform 
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The need for multi-dimensional, cloud+network visibility, in real-time

I need to understand 
cloud services and their 
topology.

CMTS

BNG

Cable

DSL

2G/3G

4G

FTTx

WIFI

RAN

HUB

Metro

CDN

Transit

Metro

IP Core

Peering

Access Internet & delivery 
networks

Cloud apps 
& services

I need to overlay this 
information over the network 
topology of the Internet, 
and…

… the network topology of 
my own network.

Nokia Internal Use



5 © Nokia 2016

Cloud Genome®: deliver the quality experience your customers want, 
with the economics you need

CMTS

BNG

Cable

DSL

2G/3G

4G

FTTx

WIFI

RAN

HUB

Metro

Metro

IP CoreAccess
Cloud apps 
& services

IoT devices

NETFLIX

Internet & delivery 
networks

• Do I have the best peering, transit & CDN 
relationships?

• Where do problems really lie?
• How do I walk armed to any negotiation?

• How many Netflix sessions 
on this link? 

• What is their ABR / Stream?
• Per subscriber?

• Do I need a cache for 
Netflix? 

• Where do I place it?
• How is it performing?
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Analytics at Peer

Track Performance all the way to the Edge
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How Congested is SG/Port?
What is Customer 

Quality/Performance?

What is my Application Traffic 

Breakdown?

‣ Estimate when node/port should be 

split.

‣ Tonnage and Quality metrics over 

time.

‣ Is there a need to split node?

‣ When does the OTT Video ABR 

reach critical threshold?

‣ What is the impact of node split?  

Before/After Quality comparison.

‣ What traffic types are utilized by 

customers in SG?

‣ Are the customers using applications 

that are sensitive to congestion?

‣ Are they using tolerant protocols?

Analytics at Service Group
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Which SG/Ports are reaching critical level?

When are they about to degrade? Forecast and 

give lead time to split.

Single point to manage Service Group/Port 

capacity planning.

Before and after node split.  

Even though node is full, what is the quality?  

Did split take node/port from full and bad QoE, 

to full and good QoE with adaptive bit rate?

Analytics at Service Group

Track Performance all the way to the Edge
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Analytics at Subscriber

Track Performance all the way to the Edge

Nokia Internal Use



10 © Nokia 2016

Analytics at Subscriber Application

Track Performance all the way to the Edge
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