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Smarter Systems for a Smarter Planet

A Smarter Planet Drives Inescapable Data Growth

IBM Smarter Planet Vision

The world is The world is Information is 80% of new
flatter and generating 15 doubling every 18 data growth is
smaller. Now petabytes of months. Storage unstructured
it’s becoming data daily. capacity is growing content.
smarter. 45% yr.

How do | create an infrastructure that scales quickly and efficiently while driving

down cost, protecting information, and saving on labor?
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Inescapable Data Growth
Implications for IT Managers

Zettabytes

Exabytes

Petabytes

Terabytes

Gigabytes

A

nescapable technology adoption Data
= Efficient data storage
— De-duplication, Compression, Thin
Provisioning, Automated Tiering, Archiving
= Efficient data protection
— Snapshot, Replication
= Efficient people
— Automation, Integration
Inescapable Data Growth
meets budget reality
Budget

2000 2005 2010 2015
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Smart Storage Solutions ...

Scale quickly and efficiently to manage and
analyze large amounts of information.

Intelligently balance performance to differing
requirements across multiple workloads.

Flexibly flow resources to changing
requirements and demands - flowing resources
where needed instantly for high utilization and ROI.

Avold downtime by being highly reliable, available
and resilient.

Save energy by intelligently balancing
performance needs with efficiency requirements.

Automate management tasks to save on labor
and staffing in resource constrained environments.
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Introducing the IBM Storwize V7000

= Control enclosure: dual controllers and up to twelve 3.5” or twenty-four 2.5” drives in just 2U
= Eight 8Gb FC ports plus four 1Gb iSCSI ports per controller pair initially (L0Gb iSCSI and FCoE post-GA)
= Expansion enclosure: drives only

= Up to nine expansion enclosures attach to one control enclosure

Built-in Software inherited from SVC and DS8000 RAID Manageability

= RAIDO,1,5,6,10 = New User interface (easy-to-use, web based)
= Storage Virtualization = Integrated SAN-wide Management

(internal disks and external arrays) (Tivoli Storage Productivity Center)
= Non-disruptive Data Migration = Integrated IBM server and storage mgmt
Efficiency (Systems Director Storage Control)

= Thin Provisioning Replication

= Application integrated
(Oracle, DB2, SAP, Domino, Exchange, SQL Server)

= Efficient use of space
(thin provisioned, incremental, deduplicated)

= Easy Tier
(dynamic data movement across SSD/HDD)

= DR automation (failover/fail back, site switching)
= |P or Fibre Channel

© 2010 IBM Corporation



Smarter Systems for a Smarter Planet

Storwize V7000

= [Intermix enclosures in
the same system

— 12-bay and 24-bay

Think BIG

Easily add up to 9 expansion
enclosures

= |Intermix drives in the
same enclosure

— Solid State (SSD)
— SAS
— Near-line SAS (NL-SAS)

Expand capacity up to 240TB

A

Start small
One 24-bay control enclosure

© 2010 IBM Corporation



Smarter Systems for a Smarter Planet

Efficiency Features

Thin provisioning v"More productive use of available storage
v"Across all supported host platforms

T Dynamic
growth

Without thin provisioning, pre-allocated With thin provisioning, applications can
space is reserved whether the application grow dynamically, but only consume space
uses it or not. they are actually using.
Easy Tier v “Easy Tier” pools identify the busiest data
extents and automatically relocate them to
(  Automatic h|ghes_t Performmg Solid-state Disks
|~ Telocation v'"Remaining data extents can take advantage

of higher capacity, price optimized disks

Automatic >

relocation

HDD
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Easy Tier Application Transaction Improvement

File Edit Settings Help

System Monitor

Process Table System Load Serverand Storage Performance Brokerage Transaction  Brokerage Average Transacti... Sheet 12

Brokerage Transaction

145 UNRS EXNGFE === = oqvavmrmnnravaranaparanan o3 C3eTIsT ‘ CIUEIUTIayIUST

120 units txnsis -

A

Application ...
Transaction
Throughput *

T0 units tens/'s

45 unes txng/s o i e R e

20 uns txnes ---loooodoeoeoo e i
@ measurement : 0.00 units txns/s

240% from
77T 7" "Original
| brokerage

transaction

PRELIMINARY

@ measurement ; 128 units txns/s

| & demo@ibob 10:~

|Mlsystem Monitor [l @ o08:35:20PM
—=

a1 [ w[@) 1] 2] 3 [4][@vncconrig
=

€

>
12 hours (Elapsed Time)
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Easy Tier Application Transaction Improvement

Application
Transaction

Response Time

anne

File Edit Settings Help
Process Table System Load Server and Storage Performance  Brokerage Transaction Brokerage Average Transaction Response Time | Sheet 12

Brokerage Average Transaction Response Time

ibobl0.almaden.ibm.com:2 (demo)
System Monitor

x

P

RELIMINARY

T

v-Tig
I

asy Il
Learnin;

(048}

@® measurement : 0.00 units txns/s

Q)
T
-

Sy
In Action

@ measurement : 52.3 units txns/s

ey (] ®[ 1] 2] 3 [ 4][@vNC config

|2 demo@ibebio:~

H.System Menitor

[|W @ 08:44:27 PM.

>

<€

12 hours (Elapsed Time)
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R T
AN

User Interface
Adopted from the easy-to-use XIV GUI

Easy-to-use management GUI

For clients where the Storwize V7000 “is” the
infrastructure

Enterprise Management

Integrated management with a SAN-wide perspective =

For clients where the Storwize V7000 is connected to @  ivoli storage Producivity Center
SAN with other, perhaps heterogeneous storage nieqraied SAN-wide management

Server / Storage Management

Integrated management with a Systems and Storage
perspective

Systems Director Storage Control
Integrated IBM server and storage mgmt

For clients with IBM servers and storage

10
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Fresh New User Interface
Based on the well-received XIV interface

test > Getting Started System W

%\ recommendations J
| i= Recommended Actions ¥ |

@ \ﬁ Visual task flow
guidance

24 Internal 3 Fibre-Channel
Drives L% @ T Hosts
J 9 MDisks 4 Pools 20 Volumes
2 External 2 iSCSI Hosts

Storage Systems

( N

Integrated video
“. Overview

instruction
@ watch eLearning: Overview

=Nl T -

Welcome!

The diagram represents all the objects that you need to create for virtual storage environment. To learn more about each
object and how it relates to overall environment, click the icon for the object. To configure these objects, select a task from
Recommended Actions. For selected actions and objects, e-Learning modules include a tutorial of the steps that are
required to complete the task.

System status

» Visit the Information Center ) always available
Link to more
information if
needed
/1 Connectivity | [ 0% | @ 1 Running Tasks |

11
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Filter - l

“ Satus  FreeCopacity  Copacity
10478

1nam
1478
3ome

Nearfine_Ter2
SAS_Tiert
S$SD_TerC
Scraten_Tier2

Y2 craste W Creste and Map to Host | Cancel

Advanced...
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New Volume

Select a Preset

@

Generic Thin Provision i Thin Mirror

Select a Pool
Primary Pool: Nearline_Tier2

Select Names and Sizes
Volume Name

I nearline_thin_2tb_01

[ nearline_thin_2tb_10 = 4

nearline_thin_2tb_0S | o+ b 4
[

nearline_thin_2tb_08 + ¥

nearline_thin_2tb_07 o+ %

nearline_thin_2th_0s + ¥

nearline_thin_2tb_04 + %

nearline_thin_2tb_03 ' + X

|
|
l
I nearline_thin_2tb_0S + X
|
|
|

nearline_thin_2tb_02 + K

Summary: 10 thin-previsioned volumes, 20.0 T8 total virtual capacity, 409.5 GS total real
capacity, 9.8 TB free in pool

=

Advanced... facreste | MG Creste and Map to Host | [ Cancel |

13
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perf2 > Home > System Status

h Virtual Capacity

32.5TB

¢eDREGas

perf2 (6.1.0.1

Connectivity O J E&{’

Deone

.

14

|

@ 0 Running Tasks
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perf2 > Home > System Status

Physical Capacity

26.0TB

¢eRRitad

perf2 (£.1.0.0)
—
Connectivity 0 0 & — - 0 () 0 Running Tasks =

Dene - i

15
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perf2 > Home > System Status

Used Capacity

¢eRRobad

2.1TB
perf2 (6.1.0.0)
Connectivity | (I E&p

Done
.

16

m|

@ 0 Running Tasks
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17
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perf2 > Home > System Status

¥

B Connectivity

Enclosure 2 (& oniine

concern

Visually identify
hardware areas of

ﬁ* Idenzify

O
(™

perf2 (6.1.0.0)

I 7Y g im @ 0 Running Tasks
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R T
AN

User Interface
Adopted from the easy-to-use XIV GUI

Easy-to-use management GUI

For clients where the Storwize V7000 “is” the
infrastructure

Enterprise Management

Integrated management with a SAN-wide perspective =

For clients where the Storwize V7000 is connected to @  ivoli storage Producivity Center
SAN with other, perhaps heterogeneous storage nieqraied SAN-wide management

Server / Storage Management

Integrated management with a Systems and Storage
perspective

Systems Director Storage Control
Integrated IBM server and storage mgmt

For clients with IBM servers and storage

18
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Enterprise Management Features

Visualize the SAN

A Network —»@

v'From virtual machines to the physical server
they reside on, through the SAN, to the disk
systems ...

v'Physical topology and logical data path

v"Health/Status Monitoring

v'Event Management

v'Device Capacity Mgmt

v Policy-based Alerting

Provision storage

Network

UNRER oo

-

q

v'For new or expanding applications, apply
application-centric provisioning policies

v Provision host multi-pathing, SAN zones, and
array capacity in a single action

Analyze performance

19

Netwﬁq@%

v'Isolate application I/0 performance
problems across the entire data path
v'Report on performance history
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Analyzing Storage Performance

Mavigation Tree

+-Administrative Services

onfiguration Utility
llup Reports
Reports
Topology
abrics
Switches

¥

s

Data Manager

Data Manager for Databases
Jata Manager for Chargeback
Disk Manager

abric Manager

Tape Manager

lement Manager

Topology Viewer

=HBM TotalStorage Productivity Cent

& Overyieywy D LO:Computers 0

9.82.391... ebodaixl
=
odchetal... odcvm156

O &= Computers (Normal) @ % [6]

‘JB ':'B ':'P . 16 Computers
Open Detail Yiew

opc

Cpen DataPath Wiew

Highlight the desired
computer or storage device

Showe Alerts in Tabular View
Showy Computer Alerts

Reports

Expand &Il Groups
Collapse Al Groups

Action: |Open Detail Yiew [

Cotnputer | Alert |

@

¢ = Computers (Unknown) % \

DLWB-—-1

Cloge Yiew
Cloge All Views

Refresh View
Refresh All Yiews

20
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Analyzing Storage Performance

0 & Initiator Entities © 3 [1)

L0}

a (ODCBETA161.wsclab.washingt.. @ %
3 Disks

1 FCPort (1 HBA)

0 S5 Fabrics % [1]

& < Fabric (B_Side_With_Brocade) %t 16]

00 (3 Switch (Cisco-92161-194) % (8]

@& 2002000DEC1900C0

04 ®2041000DEC1800C0
04 ® 205E0000EC1900C0
0D ® 2045000DEC1800C0
0D ® 204D000DEC1E00CD
04 ® 2049000DEC1800C0

0D ® 204A000DEC1800C0

@

00 3 Switch (Ciscd-9120-177) % (2]

am & 2004000DEC008E0
2003000DEC009880

0]

7

=

an
om & 2002000DEC009DCO

a 2004000DECO0SDCO

a 2003000DECO0SDCO

(Cisco-9120-178) 3 [3] |

@

L0

o [ Target Entit

m [ Subsystem (08

Qu GFCPorts (Al) 31] | F

a W&Hﬁﬂmﬂm# .

0= (3] Subsystem (DSE000-1°

am EFCPorts (Al) 3 [2
am ®R1-1-C1-T1

am &R1-12-C1-T0

Om [23SVC (SVC-2145-Ghurg

o

am &FCPorts (All) 3% [4]
Om ®50050768012014E8
om ®5005076801201791 e
om ®50050768014014E8

Om ® 5005076801401791
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Analyzing Storage Performance

Topology Yiewer

2 Overviewy | O LO:Computers & & DPE:Computer-0D... (0

T

labwashingt.. o¥%

Te:yI

& < Fabric (B_Side_\With_Brocade) ¥ [16]

O [ Switch (Cisco-9216194) ¥ (4]

Om 3 Switch (Cisylf-EIHD-'ITT) % [2]
am iEUDdU ODECO02830

am EDQéDDDDECDDQSSD

am G;sﬂn h (Cisco-9120-178) % [3]
|
2002000DECO0SDCO

2004000DECO0ADCO

2003000DECD0SDCO

Verify logical and efficient
paths — be pleased with your

1
J: O (=3 Switch (Cisco-9216-17
ad o 2004000DECOCESED

| R
Om 2001 000DECOCESSD

# (3]

am [ Subsystem (D

348000 % (2]

Qi SPFCPorts (Al 3% [1]

am GyVolumes (All) 3 [1]
Qi BHA3E4 || am@BS-Changed

i S _LEI]]l EFCPorts (Al % [2]

(1w [ Subsystem (DSE000-1750-6847412-1EM) O 3% [3]

QT RRIA-CITI

~ [ -mE-@ Holiis_TPC_DEMO (1001 007)

om GyVolumes (411 % [1]

T aERREECTT

Om &3 FCPorts (Al 3% [4]

Om 298V (SVC-2145-Ghurg] NIZ-IEM) @ 2 [5]

am E5QD§_U_?EBU1 2014E8

am Gy Volumes (Al 3% [1]

5005076801 4014ER

am BE005076501 401791

0 E6005076801 201781~ |
[ —Sm@Hollis_Demn_161

22
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Analyzing Storage Performance

2 Overviewy | O LO:Computers & & DPE:Computer-0D... (0

T

labwashingt.. o¥%

& < Fabric (B_Side_\With_Brocade) ¥ [16]

am [ Subsystem (DS4800) % [2]

sl
O = Switch (Cisco-9216i-194) 2 (8] O SFCPorts (Al % [1] am GyVolumes (All) 3 [1]
[ 20410000DEC1 900C0 Qi ADBBT1A354 —@E-§ BS-Changed
N\
T e BA0SE000DEC B00C0
am %Em-m@_ﬂ /
\ S/ O [ Subsystem (DSE000-1750-6347412-1BM) O % [3]
; O0-& 20400000EC1900C0 T~<
/ \ \ 7L
/ ad mu?@mu ©1500C0 .| Om E3FCParts (Al 3% (2]
N T— om GyVolumes (411 % [1]
/ O R 2040 0&9 QU @AN-C1-T
/ =4 | ] | roE-@Hollis_TPC_DEMO (ID:1007)
N T aEEREECTTO
om & Switch (Cisytf—EHED-'ITT) %[ SR
: N )
am ® 20040000EC 009880 s \\
) / NN
am [ 20)5000DEC009880 / \\‘\ | N 2 SVC (SYC-7145-GhurgINAZ-IEM) @ % [5]
4 y 21 Performanaertriical
am G;sﬂn h (Cisco-9120-178) % [3] — —
)
20020000ECO090C0 Hover to splay current Read 10 Rate (overall) 78097
2004000DECO0BDCO performance statistics at any et S )5 742 0 Gy volumes () % [1]
. I th d t th Read Data Rate: 727 -
J003000DECO03DCO pointalong the data pa P 125 —HE-@Holis_Demo_161
{ £ Read Rezponse Time: 24
|: am  Switch (Cisco-9216-173)7% [3] e .
ad : —— 200A000DECOCESED ; Read Cache Hits Percentage (overall), 639
| T - __|wirite Cache Hitz Percentage (owverall 3397
Om G&2007000DECOCESS0 —
23
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Analyzing Storage Performance

Mavigation Tree
F-Administrative Services
[+-IBM TotalStorage Productivity Cente
[+I-Data Manager
[+Data Manager for Databases
[+Data Manager for Chargeback
-Hlisk Manager
Storage Subsystems
SAH Planner
Monitoring
Alerting

olicy Management

porting
+-Groups
+-Storage Subsystems
Storage Subsystem Perform

—By Storage Subsystem
—By Controller
—By 0 Group
—By Hode
—By Array
—By Managed Disk Group
—By Managed Disk
—By Port
—Constraint Violations
+-Fabric Manager
+-Tape Manager
[+-Element Manager

-+

Selection |

~Report Filter Specifications

Generate Report |

" Display latest performance data

" Dizplay historic performance data using absolute time

Frnm:ID-:—-:-:—mr.u:—r d Il?d . I?Elili:d

B E |F-r-.-1 =

T IDEEErnhEr d Il&d . I?[l[lf:d

{* Display historic performance data using relative time

50 ays ago until now

Surmmation Level IEE*:.-' Sample

|

B E |F-r-.-1 =

Available Columings

Fead Cache Hitz Percentage (overall)
Wirite Cache Hitz Percentage (normal)
Wirite Cache Hits Percentage (sequential)
Wirite Cache Hits Percentage (overall)
Total Cache Hitz Percentage (normal)
Total Cache Hits Percentage (sequential)
Total Cache Hitz Percentage (overall)
Fead Data Rate

Wirite Data Rate

Total Data Rate

Read Response Time

Write Response Time

Fead Transfer Size

Wiite Transter Size

Cverall Transter Size

L[

Included Columns

Time
Total 0 Rate (overall)
Cverall Response Time

Define the data columns you want to T |
report on

24
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Analyzing Storage Performance

b Tree

ninistrative Services
Il TotalStorage Productivity Center

Selection Volumes |

Storage Subsystem Performance: By Volume

Configuration Utility gl Mumber of Rowes: 5022
Rollup Reports
rd'lly Reports Display More Ry, |
[+-System Reports ; | ; [
~-student0’s Reports Subsystem Yolume Time & Total 110 Rate (overall)  Overall Response Time
BioBadohn 25 Largest Fies | A1 |DSB000-1750-684741 2-1BM [Aeniol01 (ID:1001) ey 13, 2008 12:55:20 Pl 18.77 opsis | 49 mefop
Dupl Files GT 500MB Al |SVC-2145-GburgiNG2-BM  |Holis_PRF_163Y May 13, 2008 12:55:36 Pl 158.48 ops/s | 1.2 msfop
JHYVOIOGT1 and RT GT15 | Al |DSE000-1750-6847412-BM  |Wenvol01 (D:1001)  May 13, 2008 1:00:16 PM | 14.38 opsis | 39.2 msfop
ODCBETA161 volume DR Al [SVC-2145-GhurgN92-BM  Holls_PRF_163Y Mary 13, 2008 1:00:37 PM | 162.96 opsis | 89 melop
ODCBETATE1 volume RT 4] |DSE000-1750-6547412-BM | Yu_TPCRM_vm_89 (ID:3|May 13, 2008 1:05:15 PM | 12,97 opsis | 19 msiop
Storage Subsystems by Capact | g1 [DSE000-1750-6847412-4BM  WenVolD1 (ID:1001)  |May 13,2008 1:0515 PM | £.89 opsis | 81 msfop
Storage Subsystems by Compu | g1 {5yC 2145-GhurgING2IBM  |Hollis_PRF_163v | May 13, 2008 1:05:38 PM | 163.47 opsis | 88.5 ms/op
?:é’ii;:ﬁ:ﬁ:::ﬁ?:'g:i:m 5] |DSE000-1750-6647412-6M | Wenvoldl (D:1001)  |May 13, 2008 11015 P | 13.72 opsis | 66 miop
Y T m————yy | h]  |SVC-2145-GhurgING2-EM  |Hollis_PRF_163v May 13, 2008 1:10:39 PM | 162.31 opsie | §9.2 msfop
wm_1_non_confl_diek 5] |DSEO00-1750-58474124BM | Yu_TPCRM_vm_89 (ID:d May 13, 2008 1:15:14 PM | 12,86 opsis | 17 6 msiop
wrn_1b_formatted_space 2l DESE000-1 TS0-684741 2-1BM |Wenv:|ll:l1 (I 1001) |May 13, 2008 1:15:14 PM | 12.31 nps.rs| 60.3 msfop
wn_2_dsBk_lun_assignmert | &]  |SVC-2145-GburgING2-BM  |Holis_PRF_163V Mary 13, 2008 1:15:40 PM | 160.38 opss | 90.5 mesfop
wm_2_vdisk_assignment ] |DSEO00-1750-6847412-BM  |WenVol01 (ID:1001)  [May 13, 2008 1:20:17 PM | 12.52 opsis | 58.4 msfop
win_3_host_8_sllocated_disk | £ [SyC.2145-GhurgING2-BM  |Holis_PRF_163V Mary 13, 2008 1:20:41 PM | 160.21 opsis | 80,3 msfop
wn_4_dsdk_lun_lo_rete 5] |DSB000-1750-6847412-BM  |WWen'VolD1 (D:1001)  |May 13, 2008 1:25:13PM | 11.22 opsis | £3.9 ms/op
L Bm‘"r:"flfp-:;::"-‘“-“" 5] |SVC-2145.GburgING2-BM | Holls_PRF_163v |May 13, 2008 1:40:45 PM | 159.99 opsls | 90 6 msiop
Topology ]  |DSEO00-1750-68474124BM  |WenVal01 (ID:1001)  [May 13, 2008 1:45:20 PM | 11.43 opsis | 72.4 mslop
Monitoring 4] |DSE000-1750-6547412-BM | Yu_TPCRM_vm_89 (ID:3|May 13, 2008 1:45:20 PM | 3.5 opsis | 154.4 msfop
Analytics Al [SVC-2145-GhurgN92-BM  Holls_PRF_163Y Mary 13, 2008 1:47:56 PM | 160.54 opsis 90.2 msfop
Alerting 2] |DSE000-1750-6547412-BM | Wenvold1 (ID:1001) My 13, 2008 1:50:15 PM | 14.48 opsls 57 & melop
Use the “Drill up” option to go to reports that may provide insight to
the root cause
25
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"~ IBM TotalStorage Productivity Center:

john -- Create Storage Subsystem Alert

File %iew Connection Preferences  Window

Help

Elemert Management ]CZI = B & X @

Mavigation Tree
+ Adminiztrative Services
[+ IBM TotalStorage Productivity Center
[+ Data Manager
+/ Data Manager Tor Databazes
i+ Data Manager for Chargeback
= Di=k Manager
Storage Subsystems
+ SAH Planner
[+ Monitoring
= Alerting
= Storage Subsystem Alerts

I+

# Policy Management
# Reporting

+/ Fabric Manager

[+l Tape Manager

[+ Element Manager

TPCU=er Default Dizk Array Dizcovery

Create Storage Subsystem Alert

Creator: acministrator Marme:

Descrigtion:

unnamed

Alert | Storage Subsystems

- Triggering-Condition
Candtiar: B
Cwerall Backend Response Time Threshaold |+ :_

Critical Stress

Wiarning Stress

Wiatning Idle

Critical Idle
Mill

- Triggered-Actions

[] SMMP Trap

[] TEC Event

[] Login Motification
[] wincows Event Log
[] Run Script

[] Email

26
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R T
AN

User Interface
Adopted from the easy-to-use XIV GUI

Easy-to-use management GUI

For clients where the Storwize V7000 “is” the
infrastructure

Enterprise Management

Integrated management with a SAN-wide perspective =

For clients where the Storwize V7000 is connected to @  ivoli storage Producivity Center
SAN with other, perhaps heterogeneous storage nieqraied SAN-wide management

Server / Storage Management

Integrated management with a Systems and Storage
perspective

Systems Director Storage Control
Integrated IBM server and storage mgmt

For clients with IBM servers and storage

27
© 2010 IBM Corporation



Smarter Systems for a Smarter Planet

Server / Storage Management Features

Visualize and manage the complete infrastructure ¥ From virtual machines to the physical server
they reside on, through the SAN, to the disk

systems ...

§ | v Physical and virtual resource relationships
—  Network —»@ and utilization

v"Health/Status Monitoring
v'Event Management
v Triggered action plans

Provision Virtual Server Images and storage ¥ For virtual server environments, dynamically
provision virtual server images and array

capacity in a single action

28
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User Interface

Enterprise Management
Tivoli Storage Productivity Center

Server / Storage Management
Systems Director Storage Control

Perspective

ernRiGad

Device

Device + surrounding SAN

SIS

Servers + Storage

ANRNAN

Capabilities

Health

Capacity

AN

AN

File System Utilization Analytics

Provisioning

Performance Analytics

Replication Management

Recovery Automation

ANRNRNANANANRN

29
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IP Replication

Application-integrated capabilities for clients needing
Instant recovery with cost-optimized disaster
recovery options

Fibre Channel Replication

Application-integrated capabilities for clients needing
instant recovery with full-featured enterprise
replication solutions

30
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IP Replication Features

Snapshot replication

Replication

FastBack IP Network FastBack

ORACLE virtual machine virtual machine

Lotus. ¢
gQIR. Server Deduplicated
hﬁm shapshots

v Create instant copies of
applications or file systems for
backup

v"Make better use of space with
incremental (only changed blocks)
and deduplicated snapshots

v'Replicate snapshots off-site for
disaster recovery

Enterprise snapshot replication
N ﬁﬂ— Bt
N

~ 4

Deduplicated
Replication Tivoli.

Storage Manager 6

t
7
i

31

v'For enterprise and branch office
configurations

v'Replicate distributed snapshots
to a central Tivoli Storage
Manager server for Unified
Recovery Management and
disaster recovery

v"Make better use of network
resources by deduplicating data
before transmission

© 2010 IBM Corporation
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IP Replication

Application-integrated capabilities for clients needing
Instant recovery with cost-optimized disaster
recovery options

Fibre Channel Replication

Application-integrated capabilities for clients needing
instant recovery with full-featured enterprise
replication solutions

32
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FlashCopy Features

v Create instant application copies for backup
or application testing

v"Make better use of space with incremental
(only changed blocks) or space-efficient
(thin provisioned) snapshots

FlashCopy

L

v'Integrated, instant copy for critical
applications

v'Virtually eliminate backup windows

v'Rapidly create clones for application testing

v'View inventory of application copies and
instantly restore

FlashCopy Manager

ORACLE

j
SQLServer

Enterprlse FIashCo py Replication v'Replicate FlashCopy’s to a central Tivoli
Storage Manager server for Unified Recovery

:IJ
g eouplcated Management and disaster recovery
- ephcahon
@ v"Make better use of network resources by
Tivoli. deduplicating data before transmission

Storage Manager 6

33
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Fibre Channel Mirroring Features

Mirror data off-site

@— Network #@

v'Synchronously over Metro distances
v"Asynchronously over Global distances
v"Application-level consistency groups

Practice and Automatically Respond to Disasters

@— Network

v'For critical application consistency groups,
freeze the Mirror and take a consistent
FlashCopy

v Practice application recovery procedures from
the FlashCopy

v Detect mirroring failure and automate failover

Recovery
practice to Recovery volume
volume v"Automate fail-back after repair
Site Switching Automation v'Monitor and manage IT-wide site switching
ORACLG from a single console (Applications, servers,
e and storage)
—@— Network
.~ Recovery
WebSphere _———_volume
& server

34
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Site Switching

= Single Cluster automation and high availability can be
ensured...

— Tivoli System Automation for Multiplatforms on Windows,
AlX, Linux and SUN Solaris

— Other clustering products such as IBM HACMP, Microsoft® Server
Cluster, Veritas Cluster on SUN

“ ... but Cross-cluster dependencies in many business
processes require a wider perspective.

dependency CRM
' ~ Stock
dependency dependency .
Web < -« Trading
Application

Cluster @ Cluster |©| Cluster

35
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Scenario — Planned Site Switch

—Sitel —Site Il

Automated Web «
Steps _

1. Operator
initiates
planned site
switch

Tivoli System Automation
Application Manager (TSA-AM)

2. TSA-AM
triggers
TPC-R to
switch
replication
direction

Cooperative
Integration

3. TSA-AM
starts
application
components
at Site Il

Y

Tivoli Storage Productivity Center
for Replication (TPC-R)

Enterprise Virtualized Disk Solution agrwize V7000

Replication*

\ 4

<«

Secondary

36 * Storwize V7000 to SVC repllcatlon available post-GA
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Optimal Client Environment
Application integrated

Out-of-the-box Applications

Operating Systems
Custom application support
Efficient Use of Space
Incremental snapshot
Thin Provisioned snapshot
Deduplicated snapshot
Focus on Recovery
Instant Restore
Off-site replication
Synchronous mirroring
Asynchronous mirroring
Copy
Site Switching Automatioon
Enterprise Recovery Management

Replicate snapshots to

Tivoli Storage Manager
Deduplicated network traffic to
TSM repository

37

IP Replication
FastBack for Storwize V7000

Fibre Channel Replication
FlashCopy and Mirroring

Entry and Lower Midrange

Upper Midrange

ORACLE
DB2.

SOL Server:

Merosont

ORACLE
MR

s

Wi,

@ i?\,» - &/ sotaris
v v
v v
v v
v
v v

v

v
v

v
v v

v
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Do you remember when...

Primary data center

Secondary
recovery site

e

\_

E

Network

Network

333 ) |30

38

o o

Tape backups

= Multiple points
of management

= Low disk
utilization

= Manual tape
backups...
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Do you remember when...

Very real concern about.ithe
operational and financial impact of

Inescapable data growth
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Client characteristics

Runs their business on Windows and Linux

Lotus. | ORACLE
DB2.
SQL Server ——

Operates only IP networks (iISCSI storage attach)

Values simplicity because administrators are responsible for
multiple pieces of the infrastructure (servers, storage, etc.)

Sensitive to overall solution cost

40
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Storwize V7000

e

Director Storage Control

Application Local \
server Primary  FlashCopy
data Versions
iISCSI/FC -
FlashCopy
Manager
Instant #
Restore |8
Thin Provisioning, Easy Tier
i S <SR
M el Ml M———l N———]
HITACHI) | EMC Nﬂw R
ree—— el Nl N ]
—»Backup path | 3 3
——P>Restore path X ['0] ) NEC) Bult) (Fuimsu)
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@ Sun

pullar

= For smaller clients looking for easy-
to-use, scalable storage with
intelligent support for their business
applications

= IBM offers an integrated solution
formed from extraordinary building
blocks

— Scalable Storage

— Efficient utilization of space

— Application-integrated data protection
— Simple manageability

— Transparent data migration

— Virtualization of external disks

= For clients with IBM servers, a single
point of management for both servers
and storage

© 2010 IBM Corporation
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Storwize V7000

Solutions at a Glance

= Efficiency drives capital cost

Director Storage Control red u Ctl O n
Application Local \ . .
server Prmary - FlashCopy — 30% iImprovement in storage
SCSUFC utilization
FlashCopy e Virtualization (internal and external)
enager nstent e Thin provisioning
Restore
— 120% improvement in throughput
o Easy Tier
with just a 6% mix of Solid State Disks
HITACHI| | EMC E = || | YSun
— e | —
e ] e Bu) i) (pilae
42 Source: IBM internal study
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Client characteristics

Runs their business on Unix, Linux, and Windows

Lotus. ¢ ORACLE
Microsoft ‘ D\J‘ pz) m‘
SQL Server —

Operates Fibre Channel SANs

Values efficiency because scale drives environmental and power
concerns

Exploits enterprise management and automation to enhance
productivity of storage administrators

Protects against disaster situations by replicating data offsite

43
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Storwize V7000

Solutions at a Glance

= For larger clients

Productivy Center looking to expand the
Application - D intelligent support for
kil Py FlashCopy their business
SCeIre +—FC Mirroring applications across
FashCopy sites for disaster
Manager 1
i et recovery protection
Restore
Faasggl?fk IP Replication - IBM Offers
(Copy)
. (SASINL-SAS) — IP Replication
— Fibre Channel Mirroring
— Enterprise SAN-wide
HITACHI| | EMC n =2, | | @Sun
—»Backup pa !
——resoepan ) ) (o) (i) pile)
44
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Storwize V7000

Solutions at a Glance

T = Manageability drives

pd% operational cost
~ reduction
Application Local
server Primary  FlashCopy — 19% improvement in
data Versions .
SCSUFC . FCMioring capacity and performance
(Syne or Asyne) management
Fh';las:g;eﬁy o Enterprise SAN-wide
or Instant management
Restore
FastBatck o ) Integrated Server /
agen e Storage management
(SASINL-SAS) — 36% improvement in
replication management
o Replication
- e Mirroring
e Automation
HITACHI) | EMC n =2, | | @Sun
o emsti : Nqu: : :
—»Backup path s 3 3
——>Restore path | W] ) NEC) Bulk) | FujiTSy \pﬂiar/

45 Source: IBM internal study
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Client characteristics

Enterprise application data not stored on a SAN or on Storwize V7000

Lotus. @ ORACLE
SQL Server
By

ﬁg‘m File Systems

Centralized Recovery Management across the enterprise

46
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Storwize V7000

Solutions at a Glance

ﬁfb%ﬁier TSM Adjm@ Center

Application Local / \
server Primary  FlashCopy
data Versions

ISCSI/FC o FC Mirroring
v (Sync or Async)
FlashCopy
Manager _
Or Instant J§
Restore |§
FastBack i
agent IP Replication
(SAS/NL-SAS)
FastBack HITaCHI| | EMC e et
agent >=< >=< >=-< >=< >=<
o ERnmpmeee || SO || SRR (| S sl O I
—»Backup path !
© o
——P>Restore path ~ m ) NEC Bult (FUJITsuj; pullar
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il Y~ Storwize

For clients looking
to integrate with
enterprise recovery
management or to
extend these
solutions to data not
currently stored on
Storwize V7000

IBM offers

— Application-integrated
software snapshot for
external data

— Unified Recovery
Management with
Tivoli Storage
Manager

ProtecTIER
deduplication
gateway

V7000

© 2010 IBM Corporation
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Storwize V7000

Solutions at a Glance

Bl

ﬁfbdhctiv'ty Center

Application Local
server Primary  FlashCopy
data Versions
iISCSI/FC - FC Mirroring
v (Sync or Async)
FlashCopy
Manager
or Instant J§
Restore &
FastBack i

agent IP Replication

(Copy)

FastBack MC e
agent :
—»Backup path
—>Restore path A NEC) ‘Bult) | rujirsul) | pillae
...... N ) ) \ )
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TSM Admin Center

N/

(SAS/INL-SAS)

N

= Unified Recovery
Management
drives cost
reduction

— 31% improvement
in data protection
management
e Application-

integrated snapshot
Disk-based backup
Replication
automation

— Upto 25:1
reduction in
network bandwidth
and storage
consumption

e Deduplication

Source: IBM internal study
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Storwize V7000

Solutions at a Glance

The economics of storage have
changed

22% fewer laborhours

40% improvement in 3-year TCO

555555 - IBM internal study
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Inescapable Data Growth
Meet the IBM Storwize V7000

Zettabytes

Exabytes

Petabytes

Terabytes

Gigabytes

50

A

Storwize V7000
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